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EDUCATION

TECHNICAL
SKILLS

EXPERIENCE

AWARDS

Chinese University of Hong Kong, supervised by Prof. Dahua Lin. I am interested in
computer vision and machine learning, especially multi-modal large language models,
self-supervised learning and video understanding.

e The Chinese University of Hong Kong, Hong Kong, China

Ph.D. Candidate, Information Engineering, August 2021 - Present

e Shanghai Jiao Tong University, Shanghai, China

Undergraduate Student, Information Engineering, September 2017 - June 2021
GPA: 3.95/4.3, Score: 91.70/100, Rank: 2/147

Languages : Python, Matlab, C++

Tools/Framework : PyTorch, OpenCV

Research Interests : Video Understanding, Self-supervised Representation Learn-
ing, Multi-modal LLM

Shanghai AI Lab Research Intern Dec. 2023 - Present
e Research on Multi-modal Large Language Models, especially for effective long video
understanding.

1 Supervised by Dr. Jiaqi Wang

CUHK MMLab Aug. 2021 - Present
e Research on Self-supervised Video Representation Learning and Object-centric Video
Analysis.

1 Supervised by Prof. Dahua Lin

SJTU MIN Lab Dec. 2018 - Jun. 2021
e Research on Joint Audiovisual Learning especially Sound Source Localization and
Self-supervised Video Representation Learning.

t Supervised by Prof. Weiyao Lin

Baidu Research Cooperation Mar. 2020 - Jun. 2020
e Research on discriminatively localizing sounding objects in a cocktail-party scenario
in a self-supervised manner.
1 Supervised by Prof. Di Hu

SenseTime Research Intern Feb. 2021 - Jun. 2021
e Work in OpenMMLab group on transformer for video understanding.
T Supervised by Dr. Kai Chen

e National Scholarship at SJTU Oct. 2018
e Ji Hanbing Scholarship at SJTU Nov. 2019
¢ Rongchang Technology Innovation Scholarship at SJTU Nov. 2020
e SenseTime Scholarship Dec. 2020
e Hong Kong PhD Fellowship Scheme Apr. 2021
e Top 1% Bachelor Thesis Award of SITU Jun. 2021

e Outstanding Graduate of Shanghai Jun. 2021
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